A method for the rapid assessment of sample size in dietary studies¹,²
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ABSTRACT Critical readers should be suspicious about the inability of a dietary study to discriminate between the energy intakes of two groups when small sample sizes have been used. The possibility of a false-negative (type II error) should be considered. This problem could be avoided if investigators used adequate sample sizes. A review of 26 dietary studies published in the American Journal of Clinical Nutrition between 1979 and 1981 revealed that the median “SD of energy intakes” was 525 kcal/day. This figure was used to illustrate a simple method for estimating appropriate sample sizes assuming type I and type II error probabilities of 0.05. Prospective use of this method should increase the reproducibility of conclusions drawn from dietary studies. Am J Clin Nutr 1983;37:473–477.
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Introduction

Too much confidence is placed on negative results derived from small sample sizes (1). Perhaps the most common design error, wrote Altman (2) when commenting on clinical trials, is to have too small a sample to get reliable and/or useful results. A possible serious consequence of having too small a sample (and thus a lack of statistical “power”) is the inability to detect an important effect.

The purpose of this paper is to present a method for the estimation of sample sizes in dietary studies.

The background

Tests of statistical significance do not take into account the strength of the relationship between the variables under study: a difference in response rates of 50% may fail to be significantly different if the numbers of subjects studied are too small, whereas a difference of as little as 1% may be significant if large enough numbers are studied. It is this fact that has led Sackett (3) to describe a “wrong sample size bias,” ie, samples that are too small can prove nothing, samples that are too large can prove anything.

At present there is a widespread bias toward the use of small sample sizes. Der Simonian et al (4) considered 11 important aspects of design and analysis in 67 clinical trials published in major medical journals. The statistical power of the study to detect treatment effects was discussed in only 12% of the articles. It is evident that few investigators give adequate attention to sample size when planning studies. As a result the possibility of false-negative (type II errors) is considerable.

The concept of type II errors can be explained as follows. The first step in testing the significance of an observed difference between two groups is to formulate a null hypothesis, ie, that there is, in reality, no differences between the groups under study. If the null hypothesis can be rejected, then the experimenter will conclude that a real difference is present. Rejection of the null hypothesis when, in fact, it is true is a type I error (Table I); the probability of making this type of error is $\alpha$ and is usually set at less than one in 20 ($p < 0.05$). In contrast, rejection of the null hypothesis when, in fact, it is false is a type II error (Table I): the probability of making this type of error is $\beta$.

Intuition dictates that the larger the sample size, the easier it is to be certain of displaying any particular degree of difference between
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TABLE 1
The possible outcomes when two groups are compared

<table>
<thead>
<tr>
<th>Probability of detecting a difference</th>
<th>Probability of not detecting a difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>No difference between the groups (null hypothesis true)</td>
<td>$\alpha$ (Type I error) $1 - \alpha$ (Confidence)</td>
</tr>
<tr>
<td>A difference between the groups (null hypothesis false)</td>
<td>$1 - \beta$ (Power) $\beta$ (Type II error)</td>
</tr>
</tbody>
</table>

the groups under study. The smaller the degree of difference considered as useful, the larger the numbers that will be necessary to display this degree of difference. It should follow logically that authors who claim that a statistical difference is present should declare the false-positive error rate ($\alpha$), and that authors who claim that no statistical difference is present should declare both the difference that they consider to be of clinical interest, and the false-negative error rate ($\beta$). Unfortunately few authors document the strength of their claims when describing negative results. They fail to appreciate that the terms “no significant difference” and “an insignificant difference” are not equivalent.

In a study by Freiman et al (5) of 71 negative randomized control trials, 67 of the trials had a greater than 10% risk of missing a true 25% therapeutic improvement. But the problem is not just restricted to clinical trials, it applies to all analytical studies. One study found that 60% of negative analytical studies had a greater than 50% chance of missing a true 10% difference between the groups under study (6).

Such problems could be overcome if investigators designed studies that included adequate sample sizes. Before presenting a method for the determination of sample sizes applicable to dietary studies I will briefly review some published dietary information. The only aim of this exercise is to obtain some estimates of energy intake that will help to simplify the method that is to be presented.

The estimate

The estimated sample size for a study comparing two independent means may be derived from the following formula (34):

$$n = 2 \cdot \left( \frac{Z_\alpha - Z_\beta \delta}{\delta} \right)^2$$

where, $n$ = the sample size in each group, $Z_\alpha$ = the upper $\alpha$ percent point of a normal distribution ($\alpha$ is the probability of a false-positive error), $Z_\beta$ = the lower $\beta$ percent point of a normal distribution ($\beta$ is the probability of a false-negative error), $\sigma$ = the SD of the variable under study; based on the assumption that it is approximately the same for both groups, $\delta$ = the difference in population and 1982 were reviewed. Twenty-six publications (7–32) contained subjects that were fed ad libitum, and had mean energy intakes between 1000 and 4000 kcal/day. The dietary methods used included food-intake records, recall histories, and food frequencies. The period of time used to collect this information varied from 1 to 7 days. Only the first set of data encountered in each study was selected for use.

The information derived from these studies could be summarized as a median “mean energy intake” of 1929 kcal/day (Interquartile range 1611 to 2250 kcal/day); a median “SD of energy intake” of 525 kcal/day (Interquartile range 389 to 646 kcal/day); and a median study number of 46 subjects (Interquartile range 20 to 95). A typical study could therefore be summarized as 1929 ± 525 kcal/day based on 46 subjects.

For the purpose of the estimates to be made in the following section it is important to note that there was little correlation between the mean energy intakes and the SD of energy intakes ($r = 0.15$), or between the SD of energy intakes and the numbers of subjects studied ($r = 0.12$) using the Spearman rank correlation coefficient (33). The influence of other factors on the SD of energy intake will also be discussed in the next section.

The review

Dietary studies published in the American Journal of Clinical Nutrition between 1979
means that is thought to be of interest.

This formula can be simplified if it is assumed that $\beta$ of 0.05 and an $\alpha$ of 0.05 are of interest, i.e., a one in 20 chance of either a false positive or a false-negative result is acceptable. For a one-tailed test $Z_\alpha$ is then fixed at 1.65 (the point cutting off 5% in the upper tail of the normal distribution), and $Z_\beta$ is fixed at −1.65 (the point cutting off 5% in the lower tail of the normal distribution). The simplified formula is:

$$n = 2 \cdot \left( \frac{3.3 \cdot \sigma}{\delta} \right)^2$$

This formula can now be solved if the investigators can declare the difference in means between the groups that is of interest ($\delta$), and estimate a realistic value for the standard deviation ($\sigma$). There are several ways for estimating the SD (35). 1) It may be based on prior experience, e.g., the value currently obtained in similar published studies (hence our estimate of 525 kcal/day which appears to be reasonable for studies of energy intake with mean values between 1000 and 4000 kcal/day), or a value obtained in the past by the investigators when studying a similar population; 2) a pilot study may be performed; or 3) a preliminary sample from the study proper may be used, e.g., the first 50 patients entered into the study may be used for this purpose. If this strategy is used then any possible observer or interpreter bias should be avoided by having the calculations performed by someone external to the study.

It is acceptable to pool the results of both groups under study when making these calculations. Prior experience indicates that the SDs of energy intakes for different populations are usually about the same regardless of the amount of energy consumed within the range of 1000 to 4000 kcal/day. Furthermore it is desirable to adopt one of the methods that approximates the study conditions. This is because the magnitude of the SD may vary with the different techniques used to determine energy intake, and the period of time used to collect the data.

If, however, we assume that 525 kcal/day, as found from a review of the literature, is a reasonable estimate of the anticipated SD then the formula reduces to:

$$n = 2 \cdot \left( \frac{3.3 \cdot 525}{\delta} \right)^2$$

which approximates to:

$$n = \frac{6,000,000}{\delta^2}$$

It is now possible to estimate the sample size given any set difference in mean energy intake between the groups that might be of interest. This has been performed over a range of values in Table 2.

Some investigators may believe that fixing the error probabilities of $\alpha$ and $\beta$ at 0.05 is too stringent. An alternative is to keep $\alpha$ at 0.05 and set $\beta$ at 0.10 or 0.20. This course of action is to compromise between what is logistically obtainable and what is necessary to minimize the possibility of a false-negative error.

If despite these measures a negative result does occur then the power of this finding can be documented by calculating the probability of a type II error. Feinstein (36) and Fleiss (37) have described the methods for doing this.

**Conclusion**

Any investigator designing a study that compares the energy intakes of two groups

---

**Table 2**

<table>
<thead>
<tr>
<th>Difference in the mean values of energy intake (kcal/day) between the groups that are of interest ($\delta$)</th>
<th>Sample size for each group (n)</th>
<th>Total sample size (2n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>2401</td>
<td>4802</td>
</tr>
<tr>
<td>100</td>
<td>600</td>
<td>1200</td>
</tr>
<tr>
<td>150</td>
<td>267</td>
<td>534</td>
</tr>
<tr>
<td>200</td>
<td>150</td>
<td>300</td>
</tr>
<tr>
<td>250</td>
<td>96</td>
<td>192</td>
</tr>
<tr>
<td>300</td>
<td>67</td>
<td>134</td>
</tr>
<tr>
<td>350</td>
<td>49</td>
<td>98</td>
</tr>
<tr>
<td>400</td>
<td>38</td>
<td>76</td>
</tr>
<tr>
<td>450</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>500</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>600</td>
<td>17</td>
<td>34</td>
</tr>
<tr>
<td>700</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>800</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>900</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>1000</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>
can plan ahead by estimating the sample size needed before the commencement of the study. This will ensure that the results are statistically reliable, and will diminish the possibility of a false-negative result. A method for the estimation of sample sizes in dietary studies has been presented herein. Although energy intake data have been used the same approach is applicable to studies that investigate other food components.
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